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1. Background 

With the ongoing trend of globalization, language learning has become more important than ever 

[1]. However, it is a time-consuming and challenging task which requires a significant amount of 

input and output from the learner. This is especially true for learning a second language, which 

comes with major obstacles such as having limited opportunities for practicing communication 

using the target language and the lack of feedback on the learner’s performance [2, 3]. Due to 

these limitations, learners may find it difficult to make improvements on their language skills. 

 

As there are many disciplines in language acquisition, this project will focus on assisting the 

development of speaking skills, specifically in English, which is the most spoken language in the 

world. To tackle the problems present in language learning in the scope of this project, a web 

application that allows users to converse with a voice chat bot is proposed. Research has 

indicated that assisting language learners using chatbots can yield positive effects [4], as it 

provides users with unlimited opportunities to practice speaking and a wide range of language 

knowledge, such as new vocabularies and phrases [2, 5]. It is also beneficial to users’ learning 

due to its ability to give personalized and corrective feedback [1, 2]. 

 

Moreover, with the advancement of artificial intelligence in recent years, particularly in the field 

of natural language processing (NLP), automatic speech recognition (ASR) is now capable of 

adapting to speech from different speakers and is robust enough to be integrated into speech 

coaching applications [2, 6]. In addition, these applications can benefit from integrating large 

language models (LLM), which can be used for simulating human-like communication to give 

learners a more authentic and immersive experience. 

 

In the current market, there are a number of applications and websites for assisting language 

learning. One of the most notable competitors is ELSA Speak, which utilizes AI chatbots as 

speaking practice partner for the user [7]. While this app provides comprehensive feedback on 

the user’s pronunciation, fluency and vocabulary, it only gives general suggestions to help 

improve the learner’s spoken English [7]. In addition, it does not provide any help or suggestions 

for beginners who may struggle to give relevant responses [7]. To make learning more effective 

for learners with varying English proficiency, some commonly used phrases that fits the context 

could be suggested and adjustments could be made to the speaker’s input so that the user will be 

aware of their mistakes.  

 



The remainder of this report is structured as follows. First, the objective of this project is 

highlighted. Then, a detailed description of the deliverable and a discussion about the methods of 

implementation is offered. Lastly, a schedule of different stages of the project is presented. 

 

2. Objectives 

This project aims to provide an alternative learning method that supplements traditional English 

language education in terms of speaking skills. The proposed web application will provide the 

user with an experience similar to conversing with a native English speaker by utilizing natural 

language processing (NLP) technology such as automatic speech recognition (ASR), large 

language model (LLM) and Text to Speech (TTS). The application will also allow users to make 

customizations to the chatbot. In particular, the learner can set up specific scenarios for role-

playing which prepares users for different types of real-life conversations and helps users learn 

context-specific vocabulary and expressions. It will also cater to users with lower English 

proficiency by offering suggestions and demonstrations of a suitable response during the 

conversation. Furthermore, the application will streamline learning by providing translation 

options and displaying dictionary entries. It will also make transcripts of past conversations 

available and will allow learners to create memos for vocabularies and sentences, giving them an 

easy way to review their progress. 

 

Overall, the main objective of this project is to encourage and to create opportunities for learners 

to speak English outside of the traditional classroom setting and to prepare them with practical 

English applicable for various real-life scenarios. 

 

3. Methodology 

3.1 Functionalities 

3.1.1 Voice Chatbot 

A core functionality of the web application will feature an AI-powered chatbot that accepts 

user’s speech as input and returns audio responses. To achieve this, the application will first 

capture the user’s speech using automatic speech recognition (ASR). By passing a user’s 

recorded audio as input, ASR models will return the transcribed text which will be sent to a 

Generative AI for generating a response. The response will then be converted into synthesized 

audio by leveraging text to speech (TTS) which will be presented to the user as the response. 

Using this workflow, the chatbot will be able to simulate the behavior of a human agent that 

listens to the user and responds verbally. 

 



This is a vital part of the application which will have a significant impact on the user experience. 

Therefore, in order to increase the naturalness of the human-chatbot interaction, factors such as 

response delay, accuracy of ASR, quality of the synthesized voice and the relevancy of responses 

should be optimized by comparing and assessing the capabilities of different ASR, Generative AI 

and TTS models. 

 

Ideally, the ASR and TTS component will be implemented using Web Speech API as its has the 

advantage of being provided in most commonly used browsers including Chrome, Edge, and 

Safari [8]. However, the model only recognizes spoken English with accents that are listed in 

BCP 47 [8], which is limited and may affect the transcription accuracy for users with non-

supported accents. In case of Web Speech API having low accuracy or low-quality synthesized 

voice, Google Cloud Speech to Text, Google Cloud TTS and other alternatives will be 

considered. 

 

Regarding the Generative AI component, the chosen model for this project is Gemini developed 

by Google. Among all model variants, Gemini 1.5 Flash is the most suitable due to its high speed 

and its support for system instructions [9]. According to its documentation, its behavior can be 

altered using prompt engineering techniques to define a role for the model, tone and reading 

level of its output and the goal of the interaction [9]. This is an important feature as it allows for 

a higher degree of customization which accommodates users with varying learning goals and 

degrees of English proficiency. Moreover, Gemini is able to gain the most up-to-date 

information through its web search capability which also allows it to handle a wider range of 

topics [10]. 

 

The chatbot should be expected to generate coherent and context-adhering responses. This can be 

accomplished through optimizing prompt design by utilizing techniques such as providing 

context and adding few-shot examples [9], with the context being the role and scenario 

description while the examples are included within the transcript. In addition, it should be able to 

detect incoherent or unintelligible input from users and react accordingly by asking for 

clarification and guiding the user with further questions. When an interaction ends, the chatbot 

should be prompted with the entire transcript and given the task to analyze the user’s overall 

performance in areas including tone, grammar, vocabulary and relevancy. 

 

3.1.2 Response Suggestions and Feedback 

Upon user requesting for assistance during interaction with the chatbot, an appropriate sample 

response with audio will be generated using the same Generative AI and TTS as the chatbot. 



Apart from the feedback given after the conversation, the user can also request for feedback of 

each of their responses. 

 

3.1.3 Dialogue Translation and Dictionary Entries 

On both pages with the chatbot and chat logs, the user will have the option to view the 

translation of the chatbot’s responses in their chosen language. Popular translation APIs such as 

Google translate and DeepL can be integrated to achieve this functionality. If an alternative 

method is to be considered, Generative AI models can also be prompted to obtain translations.  

However, this will not be the preferred method since it may have a longer response time when 

compared to APIs built specifically for translations.  

 

To further assist users, individual words used in the conversation can be clicked to display its 

definition by calling a dictionary API such as the ones provided by Merriam-Webster and the 

Oxford dictionary. According to the official documentation of the two APIs, while both offer 

limited language options, Oxford dictionary supports definitions in more languages, including 

Chinese, Hindi, French and more [11, 12], making it more desirable for the purpose of this web 

application. 

 

3.1.4 Notes 

The user will be able to add notes entries during conversation with the chatbot or when viewing 

chat logs. Depending on whether the entry has a dictionary definition, the application will call a 

dictionary API or a translation API for providing details in the entry. Users will be allowed to 

organize these entries in different categories and add their own description for the ease of 

reviewing their learning. 

 

3.2 System Architecture 

3.2.1 User Authentication 

Account registration and authentication will be handled using Passport.js, which is flexible and 

provides both local and OAuth authentication strategies [13]. In order to ensure data security, 

passwords will undergo hashing using the bcrypt.js library. 

 

 

 



3.2.2 Frontend 

The user interface (UI) and user experience (UX) design will be done using Figma, which will 

include both mobile and desktop view. As for frontend development, Vue.js will be used 

together with the Vuetify UI library. The UI will mainly consist of a login, home, chatbot, chat 

history and notes page. 

 

3.2.3 Backend 

The proposed web application will require the user to login to their account which will keep a 

record of the user’s chat logs and note entries. These records will be retrieved and stored in 

MongoDB, which is a non-relational database that provides more flexibility and is better suited 

for storing information such as chat logs which may contain various data types [14]. 

Furthermore, due to the sensitive nature of login credentials and chat logs, data encryption is 

crucial to ensure that users’ privacy is protected. According to the official MongoDB 

documentation, extensive support is provided for encrypting data that is in-transit and at-rest 

[15], making it an ideal choice for this project. The backend will be built using Node.js with the 

Express framework which will expose a RESTful API for the functionalities proposed in the 

previous sub-section, database access and authentication. By following REST principles, the API 

will be more flexible and will streamline the development process. 

 

4. Project Schedule 

Date Milestones 

September, 2024 Research on feasible approach to development 

Project planning 

1st October, 2024 Detailed project plan 

Project web page set up 

October, 2024 Web application set up 

UI/UX design 

AI model feasibility testing 

November, 2024 Backend API set up 

December, 2024 Backend API set up 

13th – 17th January, 2025 First presentation 

26th January, 2025 Preliminary implementation 

Detailed interim report 



January, 2025 Frontend development 

Functionality testing 

February, 2025 Frontend development 

Functionality testing 

Server setup 

March, 2025 System testing 

Final adjustments 

21st April, 2025 Finalized tested implementation 

Final report 

22nd – 26th April, 2025 Final presentation 

30th April, 2025 Project exhibition 3-minute video 
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