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Abstracts 

Online classes have gained popularity since the pandemic, offering greater flexibility and 

accessibility [1]. However, research indicates that students are more susceptible to distraction 

during these sessions [2]. This project proposes an application that utilizes computer vision AI 

models to monitor student attentiveness through camera input. We are currently on schedule, 

having trained two models using various datasets, achieving satisfactory accuracy. The next steps 

involve sourcing additional datasets and developing a prototype for the application. 
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Notations & Symbols 

𝑆𝐻𝑎𝑝𝑝𝑦 - The percentage of happy emotion predicted by the ResEmoteNet model 

x - Attentiveness 

Σ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 – Sum of all parameters 

n – Number of all parameters 
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1. Solving inattentiveness with AI 

Online classes have become essential since the pandemic, enabling students to participate 

remotely. Educational institutions have increasingly adopted online learning platforms, which 

allow for greater flexibility and accessibility [1]. However, research indicates that students are 

more susceptible to distractions during these sessions, adversely affecting their engagement and 

learning outcomes [2]. The lack of physical presence can lead to a decline in attentiveness [1]. 

Various studies suggest that students may multitask, engage with their phones [3], or even fall 

asleep during lectures [4]. This project proposes an innovative application that leverages 

advanced computer vision AI models to monitor and analyse student attentiveness through 

camera input, aiming to enhance online learning experiences by providing real-time feedback on 

student engagement.  

1.1 Report outline 

The report is structured as follows: Chapter 2 discusses the influential works that inspired this 

project, while Chapter 3 outlines its objectives. Chapter 4 covers the models utilised, detailing 

their training processes and the implementation of the program. Chapter 5 reviews the current 

progress, highlights the challenges encountered, and outlines future plans. Finally, Chapter 6 

concludes the report with final insights and reflections. 

2. Related works 

Previous studies have explored various methodologies for monitoring student attentiveness, 

including: 

Head Pose and Facial Landmark Tracking: Analyzing head orientation and facial features to 

gauge focus. For example, techniques that track head movement can indicate whether a student is 

looking at the screen [5]. 

Phone Detection: Identifying the presence of mobile devices to ascertain distractions. Research 

has shown that phone use during classes correlates with lower academic performance [6]. 

Eye Tracking: Monitoring eye movements to determine attention levels. Eye tracking can 

provide insights into where a student’s focus lies during a lecture [7]. 
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Student’s action detection: Classifying students’ behaviours as high attention and low attention 

behaviour helps determine their attentiveness [8]. 

These approaches highlight the potential for integrating multiple data sources to create a 

comprehensive attentiveness monitoring system. Inspired by these studies, the proposed 

application will leverage open-source AI models to perform the four aforementioned tasks for 

assessing students' attentiveness. 

3. Objectives 

The proposed application will be built on the OpenCV framework for real-time computer vision. 

It aims to integrate multiple AI models: 

1. L2CS-Net [9]: A gaze detection model to assess where the student is looking. 

2. Facial Landmark Detection HRNet [10]: For detecting head orientation and facial 

landmarks. 

3. ResEmoteNet [11]: To analyse the student’s emotional state. 

4. YOLOv8 [12]: For real-time detection of phones and monitoring of student actions. 

These models will be trained on diverse datasets to enhance their predictive capabilities. The 

outputs will be synthesized to calculate a comprehensive attentiveness score for each student. A 

user-friendly interface will display these results alongside insights derived from the model 

predictions. 

4. Methodology 

The following section covers the AI models utilised in the project, the calculation of 

attentiveness, and the implementation of the application. Chapters 4.1, 4.2, 4.3, and 4.4 present 

the outputs and attentiveness calculations for L2CS-Net, the Facial Landmark Detection HRNet 

model, ResEmoteNet, and YOLOv8, respectively. Chapter 4.5 provides an overview of the 

overall attentiveness calculation. Chapter 4.6 details the datasets used for training. Finally, 

Chapters 4.7, 4.8, and 4.9 discuss the implementation of training, deployment, and the user 

interface code. 
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4.1 L2CS-Net 

L2CS-Net predicts the gaze direction of a student [9]. Attentiveness will be assumed if the 

student is looking forward; while inattentiveness will be assumed if the student is looking 

sideways, upward, downward, or backward.  

4.2 Facial Landmark Detection HRNet 

Facial Landmark Detection HRNet detects head pose, and facial landmarks [10]. For the facial 

landmarks, the model predicts 68 facial landmarks as proposed by the 300W database [13], 

which is shown in figure 1. Eye aspect ratio (EAR) and yawn aspect ratio (YAR) will be 

calculated, which are indicators of the drowsiness of the person, and will be used to calculate 

attentiveness [5]. 

 

Figure 1: 68 Facial Landmarks [14] 

 

The calculation of EAR is as follows [5]: 

𝐸𝐴𝑅 =
𝐸𝐴𝑅1 + 𝐸𝐴𝑅2

2
 

( 1 ) 

𝐸𝐴𝑅1 =
||37 − 41|| + ||38 − 40||

2||36 − 39||
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( 2 ) 

𝐸𝐴𝑅2 =
||43 − 47|| + ||44 − 46||

2||42 − 45||
 

( 3 ) 

The calculation of YAR is as follows [5]: 

𝑌𝐴𝑅 =
||61 − 67|| + ||62 − 66|| + ||63 − 65||

2||64 − 60||
 

( 4 ) 

EAR1 and EAR2 are the eye aspect ratio of left and right eyes respectively. For each landmark, a 

value will be calculated in (x-y) format, using the coordinates of the landmark [15]. The numbers 

in the formulas such as 37 and 41 refer to the values correlated to the 37th and 41st landmarks 

respectively. 

As for the head pose, similarly, for gaze direction, attentiveness will be determined by the 

direction of the head pose.  

4.3 ResEmoteNet 

ResEmoteNet predicts the emotions of the student [11]. The model categorises emotions as one 

of the seven classes: angry, disgusted, fearful, happy, neutral, sad, and surprised. Attentiveness 

will be calculated based on the affective model showed in Figure 1 [16]. 
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Figure 2: Affective Model modified from [16] to match with classes of ResEmoteNet 

We calculate the attentiveness as follows [17]: 

 𝑆1 = 𝑆𝐻𝑎𝑝𝑝𝑦 + (−1) ∙ 𝑆𝑆𝑎𝑑  

( 5 ) 

𝑆2 = 𝑆𝑆𝑢𝑟𝑝𝑟𝑖𝑠𝑒 + (−1) ∙ 𝑆𝑁𝑒𝑢𝑡𝑟𝑎𝑙  

( 6 ) 

𝑆3 = 𝑆𝐷𝑖𝑠𝑔𝑢𝑠𝑡𝑒𝑑 + 𝑆𝐹𝑒𝑎𝑟𝑓𝑢𝑙  

( 7 ) 

Where 𝑆 = {𝑆𝐻𝑎𝑝𝑝𝑦 , 𝑆𝑆𝑎𝑑 , 𝑆𝑠𝑢𝑟𝑝𝑟𝑖𝑠𝑒 , 𝑆𝑁𝑒𝑢𝑡𝑟𝑎𝑙 , 𝑆𝐷𝑖𝑠𝑔𝑢𝑠𝑡𝑒𝑑 , 𝑆𝐹𝑒𝑎𝑟𝑓𝑢𝑙 } are the percentages of each of 

the emotions predicted by the model. The algorithm then calculates attentiveness x: 

  𝑥 = √(𝑆1 +
𝑆3

√2
)

2

+ (𝑆2 +
𝑆3

√2
)

2

∙
𝑆2+

𝑆3
√2

|𝑆2+
𝑆3
√2

|
+ 1   

( 8 ) 

Here, √(𝑆1 +
𝑆3

√2
)

2

+ (𝑆2 +
𝑆3

√2
)

2

 indicates the overall emotional intensity, while 
𝑆2+

𝑆3
√2

|𝑆2+
𝑆3
√2

|
 serves as 

the dimensional factor to assess whether a student is focused or distracted. The offset 1 is added 

so the range of the attentiveness becomes [-1,1]. 

4.4 Yolov8 

Yolov8 is a detection model suitable for real-time detection [12]. It is selected due to its 

performance. The base model will be used to train two detection models: one for detecting 

phones, and the other for detecting student actions. 

The phone detection model will be trained mainly with MSCOCO [18]. The student action 

detection model will be trained with EduNet dataset [19], pending permission from the dataset 

owner. 
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4.5 Overall attentiveness calculation 

The overall attentiveness is the mean of all the parameters calculated with the above models, as 

suggested in [7].  

 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 =
Σ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠

𝑛
∗ 100   

( 9 ) 

4.6 Dataset preparation 

Most AI models will be trained using the datasets that were used to develop the pretrained 

models provided by their authors. However, the student action detection model will be trained 

using the EduNet dataset [19]. Details of the datasets are presented in Table 4.1 and 4.2. 

Table 4.1: Datasets used for training Facial Landmark Detection HRNet [20] 

Name Author Published #Marks #Samples 

300-W [13] Imperial College London  2013 68 600 

300-VW [21] Imperial College London  2015 68 218597 

AFW [22] Imperial College London  2013 68 337 

AFLW2000-3D 
[23] 

Chinese Academy of 
Sciences  

2015 68 2000 

HELEN [24] Imperial College London  2013 68 2330 

IBUG [25] Imperial College London  2013 68 135 

LFPW [26] Imperial College London  2013 68 1035 

Total    225034 

 

Table 4.2: Datasets used for training L2CS-Net, ResEmoteNet, and YOLOv8 

AI model Task Dataset #Classes Dataset size 

L2CS-Net Gaze 

detection 

MPIIGaze [27] 1 15 subjects, 

213659 images 

L2CS-Net Gaze 

detection 

Gaze360 [28] 1 238 subjects, 

172000 images 

https://ibug.doc.ic.ac.uk/resources/300-W/
https://ibug.doc.ic.ac.uk/resources/300-VW/
https://ibug.doc.ic.ac.uk/resources/facial-point-annotations/
http://www.cbsr.ia.ac.cn/users/xiangyuzhu/projects/3DDFA/main.htm
http://www.cbsr.ia.ac.cn/users/xiangyuzhu/projects/3DDFA/main.htm
https://ibug.doc.ic.ac.uk/resources/facial-point-annotations/
https://ibug.doc.ic.ac.uk/resources/facial-point-annotations/
https://ibug.doc.ic.ac.uk/resources/facial-point-annotations/
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ResEmoteNet Emotion 

detection 

FER2013 [29] 7 34034 images 

YOLOv8 Student’s 

action 

detection 

EduNet [19] 20 7851 clips,  

12 hours of clips 

YOLOv8 Phone 

detection 

MSCOCO [18] 80 330000 images, 

11000 instances 

of cell phone 

 

4.7 Models training 

“All models will be trained from scratch using the prepared datasets, except for the phone 

detection model. Due to the size of the MSCOCO dataset, we will utilize a pretrained model for 

this task instead. 

4.8 Program coding  

The training and deployment code will be implemented using Python within the OpenCV 

framework, which is known for its efficiency and flexibility in handling computer vision tasks. 

Python will be used for ease of programming. 

4.9 UI 

The UI will be developed using Qt, providing a user-friendly experience. It will display model 

predictions, overall attentiveness scores, and visual feedback on student engagement. If 

inattentiveness is detected, the UI will offer actionable tips and strategies for improving focus, 

such as reminders to take breaks or suggestions for reducing distractions in the environment. 

4.10 Summary 

This chapter outlines the rationale behind our project. We introduced the following AI models: 

L2CS-Net, the Facial Landmark Detection HRNet model, the ResEmoteNet, and YOLOv8. We 

also defined the methods for calculating attentiveness, dataset preparation, and the framework 

that will be used for the program. The next chapter will discuss our current progress. 
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5. Current Progress  

5.1 Overview 

This chapter outlines the current progress of the project. Chapter 5.2 provides details on model 

training. Chapter 5.3 presents the results of the training, while Chapter 5.4 showcases the 

outcomes of real-time inference. Chapter 5.5 includes the project schedule. Finally, Chapters 5.6 

and 5.7 discuss the challenges we may face and the next steps for the project. 

5.2 Models training 

Currently, L2CS-Net, ResEmoteNet are trained, while Facial Landmark Detection HRNet is 

being trained. All three models were trained using the official training code provided in their 

respective GitHub repositories. Table 5.1 shows the configuration of the training. 

Table 5.1: Configuration of the training 

AI model Datasets Batch size #Epochs Learning rate 

L2CS-Net MPIIGaze 16 50 0.00001 

ResEmoteNet  FER2013  16 80 0.001 

Facial Landmark 

Detection HRNet 

300-W, 300-

VW, AFW, 

AFLW2000-

3D, HELEN, 

IBUG, LFPW 

32 80 0.001 

 

5.3 Training results 

Testing for L2CS-Net and ResEmoteNet was conducted using the testing sets of the datasets. 

The training results of the models are shown in Table 5.2. 

Table 5.2: Training results of L2CS-Net and ResEmoteNet 

AI model Name of Metric Value 

L2CS-Net Gaze Angular Error 2.307 

ResEmoteNet  Accuracy 0.900 
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While the accuracy is satisfactory, it indicates that incorporating additional datasets could help 

achieve higher performance. 

 

Figure 3: Learning curve of L2CS-Net 
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Figure 4: Learning curve of ResEmoteNet 

For L2CS-Net, epoch 11 yielded the best results, as illustrated in Figure 3. Throughout training, 

the error value exhibited fluctuations, notably rising after epoch 11, indicating the onset of 

overfitting. To address this issue, adjustments such as tuning the learning rate or increasing the 

dataset size could be beneficial. 

In contrast, ResEmoteNet demonstrated a stable learning curve, as depicted in Figure 4. This 

stability suggests that the current configurations are well-optimized, effectively avoiding 

overfitting issues. 

5.4 Real-time inference 

Real-time inference was conducted to evaluate the speed of the AI models. The frames per 

second (FPS) for each model were recorded in Table 5.3. 

Table 5.3: Frames per second of AI models 

AI model Average FPS 

L2CS-Net 23.40 

ResEmoteNet  32.53 

 

These results suggest that performance improvements are necessary, as the speeds are relatively 

slow. 

5.5 Project Schedule 

Table 5.2 and 5.3 show the project schedule for semester 1 and 2. We have completed the 

deliverables of Phase 1, which is a detailed project plan, and the deliverables of Phase 2, which is 

the interim report. We are currently training the AI models. 

Table 5.4 Semester 1 schedule 

Oct 1, 2024 Deliverables of Phase 1 

• Detailed project plan 

 

Jan 6, 2025 Finalise first presentation and interim report 
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Table 5.5 Semester 2 schedule 

Jan 13-17, 2025 First presentation 

Jan 26, 2025 Deliverables of Phase 2 

• Preliminary implementation 

• Detailed interim report 
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Feb 1, 2025 Complete implementation of attentiveness 

calculation 

Feb 10, 2025 Finish training the AI models 

Feb 20, 2025 Acquire permission to use EduNet and 

Gaze360 datasets 

Prepare other datasets 

Mar 1, 2025 Complete UI implementation 

Mar 10, 2025 Finish testing 

Apr 1, 2025 Complete final report 

Apr 20, 2025 Finish presentation preparation and video 

Apr 21, 2025 Deliverables of Phase 3 

• Finalized tested implementation 

• Final report 

Apr 22-26, 2025 Final presentation 

Apr 29, 2025 Prepare for project exhibition 

Apr 30, 2025 Project exhibition 

• 3-min video 

 

5.6 Challenges 

Firstly, the datasets for the L2CS-Net and ResEmoteNets are not sufficiently large. Finding 

additional datasets with the same classes poses a challenge. Therefore, preprocessing will be 

necessary to ensure that all datasets have the same number of classes and formats. We will 

explore platforms like Kaggle and Roboflow to locate more suitable datasets. 

Secondly, we encountered performance issues. During training and inference, we utilised an 

RTX 2080 Ti from the GPU farm phase 2. Real-time inference tests revealed that the FPS for the 

models was relatively low, indicating that the program may not be able to perform real-time 

inference for all three models simultaneously. To address this, we plan to convert the models to 

ONNX format. Additionally, we will optimise the code used to implement the AI models for 

improved performance. 
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5.7 Future plans 

We will seek permission to use the EduNet and Gaze360 datasets for training the student 

behaviour detection model. Furthermore, we aim to find additional datasets for both the L2CS-

Net and ResEmoteNets. With these datasets, we will train improved models. Lastly, we will 

develop a prototype for the application. 

6. Conclusion 

In response to the issue of students becoming distracted during online classes, our project aims to 

create an AI attention monitoring system to help students stay focused. We target the monitoring 

of student inattentiveness using the L2CS-Net, Facial Landmark Detection HRNet, Emotion 

Detection, and YOLOv8 models. 

After completing our literature review, we developed our implementation for calculating 

attentiveness based on the outputs of these four models. We have commenced training two of the 

models and recognised the need to find additional datasets. Additionally, we have outlined 

potential challenges and proposed solutions as we continue to advance our project. 
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