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Abstract

Room Impulse Response (RIR) describes the acoustic properties of a room, and it enables var-

ious applications such as sound source localization, Augmented Reality (AR) and Virtual Re-

ality (VR). However, measuring RIR is challenging and time-consuming. Meanwhile, public

datasets are limited in size, quality and diversity, and current available methods for RIR gener-

ation are still not performing satisfactorily. The visualization of the RIRs is also not provided

in the current works, hindering the direct understanding of the generated or collected data. This

project leverages the power of diffusion-basedmodels to generate customRIRs of superior qual-

ity conditioned on configurable room geometry and parameters, and provides 3D visualization

using a Web application, to overcome the limitations. At present, public datasets have been

collected for the training of the model, and experiments on currently available methods were

conducted to serve as the baselines. The processing of the public data, the design and training

of the model, as well as the evaluation and visualization of the generated data, are in progress.

The expected outcome is a high-performance RIR generation and 3D visualization system, and

potential future works will be explored to further enhance the system.
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1 Introduction

1.1 Project Background

When sound signals travel within an indoor environment, absorption, reflection, diffraction,

and attenuation might occur due to interaction with the walls, floor, ceiling and other obstacles,

as illustrated in Fig. 1.

Figure 1: Soundwave propagation in a room. Different paths of the soundwave are produced

because of the interaction with the room environment.

This phenomenon is represented by Room Impulse Response (RIR). RIR is a linear and

causal time-domain filter [3], describing the influence of a given acoustic environment when a

sound wave propagates from a source to a receiver.

RIR is a fundamental concept in acoustics and signal processing. It is widely used in dif-

ferent topics and tasks in acoustic field. For instance, when convolving clean speech with RIRs

and adding background noise, a far-field speech training dataset can be synthesized [13], which

can be used for downstream tasks. Other applications include acoustic events classification,

sound source and receiver localization, AR, VR [12] and speech enhancement.

1.2 Related Work and Motivation

MeasuringRIR often requires significant computational resources and lengthy processing times,

making it challenging to deploy on edge devices with limited capabilities. Meanwhile, the

public datasets of RIRs are very limited, making RIR generation an important task.

Several methods for generating RIRs have already been proposed previously. One of the

methods is image-source method which was first proposed and developed in 1979 [1], and Diaz-

Guerra et al. [4] demonstrated an GPU-based accelerated library for this method. Masztalski

et al. [10] also proposed a stochastic method for RIR generation, which mainly serves for data

augmentation tasks. In recent years, RIR generation using Machine Learning (ML) techniques

has been explored with the development of generative ML models. One of the most famous

works is the Conditional Generative Adversarial Networks (cGAN) based method [13], which
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uses cGAN as the foundation model, with significant improvements in the quality of the gen-

erated RIRs as well as the runtime. Another work is an implementation of diffusion model [5],

but the author claimed that the performance of the model is not as good as the cGAN-based

method. The most recent works, [8] and [9], focus more on dereverberation and multichannel

cases respectively.

Despite the progress, the performance of the current approaches still need to be improved.

Gaps between the generated RIRs and the real ones still exist in various aspects, hence signifi-

cantly reduce the value of the generated data in practical settings. In addition, previous works

are not providing visualization of the output data samples as well, leading to difficulties for

users to understand the generated data and to make rapid judgments. Therefore, a new system

that can generate high-quality RIRs efficiently and visualize the output data samples is needed

to address the gaps.

1.3 Project Objectives and Deliverables

The project attempts to develop an end-to-end system that can generate high-quality RIRs effi-

ciently based a novel diffusion-based deep learningmodel, and visualize the output data samples

to the users based on a Web application. The main objectives are following:

• Anovel diffusionmodel: The project will develop a diffusion-based deep learningmodel

for RIR generation task.

• High-quality RIR generation: High-quality RIRs will be generated based on the condi-

tion of input parameters collected with high accuracy in various evaluation metrics, and

there will be significant improvements compared to the current available methods.

• An end-to-end system with high-quality visualization: Visualization will be rendered

based on a Web application which can be deployed on different platforms, and several

design strategies will be incorporated to ensure our system can run efficiently on different

platforms.

1.4 Outline of the Report

The remaining part of the report is organized as follows: Section 2 introduces the project

methodology, including the dataset, model design and training, evaluation, and system devel-

opment. Section 3 presents the current progress of the project, the encountered or expected

difficulties with their mitigations, as well as the proposed schedule. Section 4 discusses the

limitations of the project with potential future works, and concludes the report.
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2 Methodology

In this Section, the methodology of the project is introduced. Section 2.1 presents the sources

of datasets. Section 2.2 explains the model design and training. Section 2.3 discusses the eval-

uation of the generated RIRs, and in Section 2.4, the system development is discussed.

2.1 Dataset

Public datasets in other works were collected for training and evaluation, and are being pre-

processed and augmented. The datasets include the DECHORATE dataset [3], the MESHRIR

dataset [7], and the RIR dataset from BUT ReverbDB [16]. The room geometry and configu-

ration information contained in the datasets will be converted into embeddings and combined

with the data samples to form the input of the model.

Meanwhile, these datasets are still in limited size, diversity and universality. The model will

leverage the datasets for wider applicable range and configurations, enabling the output to be

used in a broader variety of practical applications and scenarios.

2.2 Model Design and Training

2.2.1 Adoption of Diffusion Model

The project aims to utilize diffusion models to generate RIRs. Diffusion models are a class of

generative models that have shown promising results in generative tasks in recent years. There

are several famous diffusion model structures, for instance, Denoising Diffusion Probabilistic

Models (DDPM) [6] and Generative modeling by estimating gradients of the data distribution

[15]. Currently, most of the tasks conducted by such diffusion models are vision-based, in-

cluding image inpainting, image generation (see Fig. 2) and other image and video processing

tasks. On image generation tasks, the diffusion models outperform GANs [2], and they are also

expected to have better scalability and stability than other models. Given the success of diffu-

sion models in the image domain, the project attempts to further harness the strengths of these

architectures in the audio domain.

Figure 2: Image denoising and generation using DDPM. The Guassian Noise is added to the

image, and the model is trained to remove the noise to generate the image.
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2.2.2 Model Design and Training Strategy

The processed datasets with labels, which are described in Section 2.1, will be normalized ac-

cording to the acoustic properties instead of the RGB values in the image domain. Moreover,

hyperparameters will be tuned based the model performance. For instance, in the approximate

posterior q(x1:T |x0) of forward diffusion process [6], the value of variance schedule β1, . . . , βT ,

as shown in Eq. 1, will be searched and optimized.

q(x1:T |x0) :=
T∏
t=1

q(xt|xt−1), q(xt|xt−1) := N (xt;
√

1− βtxt−1, βtI) (1)

While the primary loss is adapted from [14] for conditional generation tasks, as shown in Eq.

2, necessary modifications will be made to fit the RIR generation task due to the vast difference

of data distribution between the image and audio datasets.

LLDM := EE(x),y,ε∼N (0,1),t

[
‖ε− εθ(zt, t, τθ(y))‖22

]
(2)

Other parameters including the learning rate, the optimizer, the batch size and the number of

epochs, will also be configured for the best performance. PyTorch, which provides extensive

support for the tuning of these parameters, is used as the main framework for the model imple-

mentation.

2.3 Evaluation

As mentioned in Section 1.3, the output will be compared with the current available methods

as baselines with respect to a number of evaluation metrics, under the same condition embed-

dings. The evaluation metrics include but are not limited to the Reverberation Time Error τ60

and Word Error Rate in speech recognition tasks. The available baselines include the diffusion

implementation [5], cGAN [13], stochastic method [10], and image-source method [4] men-

tioned in Section 1.2, and other methods available in the literature will also be explored. The

generated RIRs will also be used in other downstream tasks, including speech enhancement and

sound source localization, to perform head-to-head performance comparisons with the baselines

and real RIRs.

2.4 System Development

2.4.1 Visualization

The visualization task is an important part of this project. Based on user input, RIRs will be

generated and visualized interactively. A sample of 2D visualization of WiFi signal is shown

in Fig. 3, and this project will utilize a similar approach, and 3D visualization technique will

be applied to enhance the interactivity. The region of interest, room geometry, the position
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Figure 3: 2D visualization of WiFi signal. Signal strength is represented by color at different

locations in the given room configuration.

of sound source and sound receiver from the user input will be rendered in 3D space, and the

corresponding generated RIRs will be visualized in real-time, enabling users to make intuitive

observations directly. The visualization will depend on a Web application, which will be dis-

cussed in the next section, Section 2.4.2.

2.4.2 Web Application Development and Deployment

TheWeb application will be developed using React.js for the frontend and Django for the back-

end. Upon completion of both the frontend and backend, the system will be deployed.

Frontend: Among all frontend frameworks and platforms available, React.js is chosen because

of its simplicity, flexibility, stability and scalability in variousWeb-based applications. Accord-

ing to public data from StackOverflow [11], React.js is the most popular front-end framework in

recent years, and many famous websites, such as Facebook, Instagram, and Netflix, are built on

React.js, which makes resources and community support more accessible. React.js also oper-

ates serverside rendering and virtual Document Object Model (DOM), hence the load time can

be reduced and better user experience can be provided. Moreover, React.js allows components

reusing which greatly facilitates the development.

Backend: The backend is under construction using Django, a Web framework in Python. The

major reason is that Django comes up with various built-in features, such as Representational

State Transfer (REST)-ful Application Programming Interfaces (APIs) and Uniform Resource

Locator (URL) routing, which can greatly accelerate the development of the backend. More-

over, since the backbone model is implemented in Python, Django can provide a seamless in-

tegration between the frontend and the backend.

Deployment: The system will be deployed and tested on end devices such as personal laptops

to ensure the performance, efficiency and compatibility.
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3 Current Progress, Difficulties and Proposed Schedule

3.1 Current Progress

3.1.1 Data Collection

The public datasets mentioned in Section 2.1 have been collected, and the size of each dataset

is summarized in Table 1. The preprocessing and augmentation of the data are in progress due

to the complexity of the datasets.

Dataset Name Size(GB)

DECHORATE 83.9

MESHRIR 4.5

BUT ReverbDB 8.7

Table 1: Sizes of the collected datasets. DECHORATE is the largest and the most complex

dataset, and augmentation might be necessary for MESHRIR.

3.1.2 Model Design and Training

The initial network design and implementation have been completed. However, the parameter

tuning and sweeping, the customization of the loss function and the training of the model are

not yet finished, thus the model structure and parameters are subject to major changes.

3.1.3 Evaluation

Comprehensive experiments were conducted on the current available baselines, including the

cGAN-based method [13] and the stochastic method [10]. RIRs were generated using these

approaches as shown in Fig. 4, and primary evaluation metrics were calculated. More exper-

iments on other baselines, the design of evaluative tasks and exploration of more evaluation

metrics are in progress.

3.1.4 System Development

The final rendering strategy of the visualization is still under research to keep the balance be-

tween the quality and the efficiency of the rendering. The design of Web application GUI has

been completed and prototyped, yet the implementation of interactive frontend, backend and

the design of APIs are still in progress.
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(a) RIR from Stochastic Algorithm (b) RIR from cGAN

Figure 4: RIR samples generated by different methods. The samples have different quality,

length and sampling rate, therefore more evaluative tasks are needed for better comparison.

3.2 Difficulties and Mitigation

There are several difficulties encountered or expected in the project. The following are the

major difficulties and the proposed mitigation strategies:

• The original parameters and loss functions of the diffusion model might not be suitable

for the RIR generation task, and the search for the optimal combination need repeated

experiments. Necessary mathematical calculations and proofs will be conducted based

on the related works to derive some value bounds to guide the search.

• The training time of the model is long, and high-performance Graphical Processing Units

(GPUs) are required. In order to reduce the training time, computational resources from

the lab as well as cloud platforms are utilized.

• The primary evaluation metrics of the generated RIRs cannot effectively reflect the qual-

ity of the generated data, while the evaluative downstream tasks are complex and need

extra time and resources to be conducted. Off-the-shelf software packages, libraries and

tools will be fully adopted to facilitate the evaluation, which can save time and resources.

3.3 Proposed Schedule

The proposed schedule is shown in Table 2. In general, the progress is on track and aligns with

the proposed schedule as I already finished the early stage of the project, and the next stage is

in progress. The project is expected to be completed on time.
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Date Task Current Status

2024.09 - 2024.11 Literature review on related topics

of the project, prepare the dataset

with large enough size for training,

validation and testing.

Completed

2024.11 - 2025.03 Design and train the model, tune

the model to get optimal output, de-

velop the Web application.

In progress

2025.03 Test the system and model, and

evaluate the performance of the

project.

Planned

2025.04 - 2025.05 Update the project webpage accord-

ingly, finalize the report and prepare

for the final presentation with all de-

liverables ready.

Planned

Table 2: Proposed Schedule of the Project. The project is expected to be completed by May

2025.
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4 Future Work, Limitations and Conclusion

4.1 Future Work and Limitations

Despite the expected wide range of applications and improved performance of the project, there

still exists some limitations, with potential future works to be explored.

4.1.1 Combination of Different Modalities

Currently, the project only focuses on the RIR generation task without any visual and textural

information, however integrating other modalities might further enhance the performance of

the model. Some recent works provide multi-modality datasets which include RIRs and other

information, such as [17]. The potential of using them as the input of the model or treat them

as baseline will be explored. Moreover, the combination of RIRs, visual information and other

types of signal can be studied to help real world perception of intelligent agents and systems,

which eventually can contribute to the development of AGI.

4.1.2 Cloud Deployment

The system can be deployed on cloud platforms such as AWS,Azure and Google Cloud, which

will further enhance the accessibility and scalability of the system.

4.1.3 Inference Acceleration and Edge Deployment

The inference speed of the model is crucial in ubiquitous and edge computing scenarios, while

the current model might still suffer from long inference time and high requirements on com-

putational resources. To further facilitate the ubiquitous computing tasks, modifications on the

structure of the network can be explored to improve efficiency. If the inference speed can be

improved to the level of seconds without the use of high-performance GPUs, then it can be

deployed on edge devices such as Jeston Nano and Raspberry Pi, which have extremely lim-

ited computing power and simple structure without GPUs as shown in Fig. 5. This can further

improve the accessibility of the system in ubiquitous computing tasks.

4.2 Conclusion

This project aim to develop a novel end-to-end RIR generation and visualization system. The

generated RIRs are expected to have a significant boost in the performance compared to the

current available methods including low τ60 Error and high performance in other evaluation

metrics, and will be able to serve a wide range of practical applications, including but not limited

to speech recognition, sound source localization, andAR/VR. In addition, the visualization will

provide an intuitive understanding of the output RIR samples.
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The early stage of the project has been completed, including the collection of datasets, the

setup of baselines, and the design of the GUI of the Web application. The next stage, which

is still in progress, focuses on the training of the model, the evaluation of the generated data,

and the implementation of the system. The project is expected to be completed on time by May

2025.

Meanwhile, the limitations include the absence of multi-modality information, the potential

long training and inference time, the high requirements on computational resources, and the lack

of edge deployment. In the future, with further works on various aspects, this project can even-

tually contribute to wider applications with enhanced accessibility, including the development

of intelligent systems, AGI, and ubiquitous computing.

(a) Jeston Nano (b) Raspberry Pi

Figure 5: Edge devices with limited computing power. They have simple but reliable struc-

ture and are widely used in edge computing scenarios.
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